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In this work we present a low-memory method for the approximation of the action of a symmetric matrix
function f(A) ∈ Rn×n on a vector b ∈ Rn, where the matrix A is large and sparse. A popular approach
for approximating f(A)b is the Lanczos algorithm. Given an orthonormal basis QM ∈ Rn×M of the Krylov
subspace KM (A, b) = span{b, Ab, . . . , AM−1b}, the Lanczos approximation of f(A)b is given by
fM = QMf(TM )QT

Mb, where TM = QT
MAQM .AlthoughthebasisQM can be constructed with a

short-term recurrence in a setting with limited memory, the computation of fM still requires the storage of
the whole Krylov basis. A simple way to overcome this issue and obtain a low-memory algorithm is to use
the two-pass Lanczos approach, which however requires double the number of matrix vector products with
A. Several other techniques have been proposed in the literature.

In this talk we propose a novel algorithm to approximate f(A)b in a limited memory setting, by combining
the Lanczos method with a basis compression procedure involving rational Krylov subspaces, which is em-
ployed whenever the basis grows beyond a certain size. The method that we propose has essentially the same
convergence behaviour as Lanczos, with an additional error term that depends on rational approximation of
the function f and is typically negligible. The cost of the basis compression procedure is also negligible with
respect to the cost of the Lanczos algorithm. In particular, the rational Krylov subspaces used for the com-
pression of the Lanczos basis are built using small projected matrices, so their construction is cheap and does
not involve the solution of any linear systems with the matrix A.

The key theoretical result used in the development of our algorithm is a formula for the computation of low-
rank updates of matrix functions using rational Krylov subspaces, derived in [1]. This update formula is
applied iteratively to the tridiagonal projected matrix TM , by splitting it into a block diagonal matrix and
a rank-two off-diagonal part. The resulting algorithm is composed of a sequence of cycles: in each cycle,
we first perform a fixed number of Lanczos iterations to expand the Krylov basis, and then we construct an
appropriate rational Krylov supspace associated with the current projected matrix in order to compress the
basis back to a fixed size, while also updating the approximation to f(A)b.

Numerical experiments demonstrate that our algorithm exhibits competitive performance when compared
against other low-memory methods for f(A)b. Further details can be found in the preprint [2].
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