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Lanczos with compression for symmetric Lyapunov
equations
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In this work, we present a low-memory variant of the Lanczos algorithm for the solution of the Lyapunov
equation
\begin{equation}
AX + XA = \mathbf{c}\mathbf{c}^T, \tag{1}
\end{equation}
where A is a large-scale symmetric positive-definite matrix and c is a vector.

The classical Lanczos method consists in building an orthonormal basis QM for the polynomial Krylov sub-
space
KM (A, c) = span(c, Ac, . . . , AM−1c)andinapproximatingthesolutionXwithQMYMQT

M , whereYM solves
the projected equation QT

MAQMYM+YMQT
MAQM = (QT

Mc)(QT
Mc)T .TheLanczosalgorithmoftenrequiresarelativelylargeMtoobtainagoodapproximationofthesolution, whichcanleadtomemoryissuesduetothestoragedemandsofQM .

Furthermore, the solution X can be well approximated by a low-rank matrix, whose rank is significantly
smaller than M , i.e. the dimension of the polynomial Krylov subspace.

An alternative approach is to use a rational Krylov subspace instead of a polynomial one. Using the Zolotarev
poles as the poles of the rational Krylov subspace, it is possible to approximate the solutionX by a low-rank
matrix with the guarantee that the residual has norm smaller than a prescribed quantity ([2]). The rank of
the computed approximate solution is usually close to the numerical rank of the real solution. The main
drawback is that this method requires solving multiple shifted linear systems involving the matrix A, which
is prohibitive if A is large.

Mimicking the approach in [3], our method employs a polynomial Krylov subspace to approximate the solu-
tion of (1) while leveraging rational Krylov subspaces associated with small matrices to compress the Lanczos
basis. This method accesses A only through matrix-vector products and requires the storage of only a few
vectors from the polynomial Krylov subspace instead of the entire Lanczos basis, producing an approximate
solution whose rank is independent of the dimension of the involved polynomial Krylov subspace.

The computational cost of the proposed algorithm is dominated by the construction of the Lanczos basis, and
the compression steps do not require additional matrix-vector products involvingA. Furthermore, theoretical
results demonstrate that the algorithm achieves an approximation error comparable to that of the standard
Lanczos algorithm, with an additional error term that can be bounded a priori using Zolotarev numbers. In
practice, this additional error is negligible compared to the Lanczos error.

Numerical experiments show that the behavior of the proposed algorithm is comparable to that of the Lanc-
zos algorithm without reorthogonalization, both in terms of matrix-vector products and quality of the ap-
proximated solution. Comparisons with existing low-memory variants of the Lanczos method demonstrate
competitive performance in terms of accuracy, computational cost, and runtime.
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