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Multiple orthogonal polynomials (MOPs) are a generalization of orthogonal polynomials.

They originally appeared in Hermite-Pade approximation (simultaneous

rational approximation) and number theory. Recently, they turned out to be very useful in random matrix
theory, combinatorics and Markov chains.

Given 1 weight functions w(i)(x) > 0, with support A® i =1,...,r on the real line, the sequence of
MOPs {pn(z)},~, satisfies the following orthogonality conditions:
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term recurrence relation. Without loss of generality, we focus on the case r = 2. Therefore, the set of monic
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pn(z) are the eigenvalues of H,, and they are the nodes of the Simultaneous Gaussian quadrature rules
associated with MOPs.

Gegenbauer-Sobolev polynomials p,, (z), n = 0,1, ..., are orthogonal with respect to the Sobolev inner prod-
uct (p,q)g = fil v(z)w(x)w'™® (z)dz+y fil v (2)w (2)w @2 (z)dz, v > 0, a > — 1. ThemonicGegenbauer—
Sobolevpolynomialpr (x) of degree n > 0 is odd if n is odd, is even if n is even (odd-even property).

The Althammer polynomial p, (z) of degree n satisfies a long recurrence relation, whose coefficients can be
arranged into a Hessenberg matrix of order n, with eigenvalues the zeros of p, ().

Unfortunately, the eigenvalues of the aforementioned Hessenberg matrices are very ill-conditioned, and stan-
dard balancing procedures do not improve their condition numbers.

In this talk we describe fast and reliable algorithms for computing the zeros of the aforementioned polynomi-
als.

The first step of the algorithm is to construct a balancing matrix that, applied to H,, drastically reduces the
condition of the Hessenberg eigenvalue problem, thereby allowing to compute the associated simultaneous
Gaussian quadrature rule in floating point arithmetic in a reliable way. Specifically, this step consists of
determining a diagonal matrix A,, = diag(di,...,dn), balancing H,, ie., H, = ALYH, A, such that
triu(H,, —1) is symmetric, where triu(A, k) denotes the elements on and above the kth diagonal of A.

The second step of the algorithm consists of computing the eigenvalue decomposition of H,. This can be
done by applying the QR algorithm to H.,, requiring O(n*) floating point operations and O(n?) memory.

In order to reduce complexity and memory, for the second step we propose an alternative procedure based on
a variant of the Aberth-Ehrlich method to compute the eigenvalues and associated left and right eigenvectors,
requiring only O(n) memory and O(n?) floating point operations.
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