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The deep connection between Krylov methods, scalar orthogonal polynomials, and moment matrices is well
established, especially for Hermitian and unitary matrices. In this talk, we consider the extension of this
framework to block Krylov methods and orthogonal matrix polynomials.

By representing elements of a block Krylov subspace through matrix polynomials, we consider the matrix-
valued inner product introduced in [1] that, under non-degeneracy, defines a linear isometry. This yields
a one-to-one correspondence between orthonormal matrix polynomials and orthonormal bases of the block
Krylov subspace.

For normal matrices, the block Gauss discretization [1,2] of such an inner product admits an integral represen-
tation familiar from the theory of orthogonal matrix polynomials. As an application, we extend a Szegő-type
short recurrence [3] to the block Arnoldi algorithm applied to unitary matrices.

Finally, we analyze the structure of the block moment matrix and explore its relation to orthogonal matrix
polynomials and recurrence coefficients via a Cholesky-like factorization.
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