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Reduced rank extrapolation (RRE) [1,2] can be used to accelerate convergent vector sequences. These se-
quences are often generated by an iterative process to solve algebraic equations.

In this presentation, I discuss the generalization of this extrapolation framework to sequences of low-rank
matrices which are generated by iterative methods for large-scale matrix equations, such as, e.g., low-rank
alternating directions implicit methods for Lyapunov and Riccati equations [3]. Special emphasis will also be
given to inserting these RRE approaches into nonstationary iterations [4] for general linear matrix equation.
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