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Therandomized singular value decomposition (SVD) proposed in 1 has become one of themostwell-established
randomization-based algorithms in numerical linear algebra. Its core idea is the computation of a subspace
that approximates the column space of a target matrix A with high probabilistic confidence. In our work [2],
we introduce a modification to the standard randomized SVD that, in general, yields better approximations to
Range(A) at comparable computational cost. This is achieved by explicitly incorporating information from
the row space of A, thus enhancing the approximation quality. Furthermore, we observe that only a limited
amount of information from Range(AT ) is needed. Exploiting this, we show both theoretically and through
numerical experiments that a variant of the algorithm equipped with a subsampling step can significantly
improve efficiency while retaining competitive accuracy.

We expand our method to the high-dimensional context of tensor decompositions, building on these matrix-
based randomized techniques. With applications ranging from deep learning to signal processing, the Tucker
decomposition is a popular technique for compressing and analyzing multidimensional data while maintain-
ing its intrinsic multiway structure. The deterministic SVD-based factorizations of tensor matricizations used
in classical Tucker decomposition algorithms are frequently computationally costly. Motivated by our recent
developments for the matrix case, we suggest a novel Tucker decomposition framework that combines ran-
domized sketching and tensor fiber sampling techniques to overcome these drawbacks. This strategy avoids
the costly formation of tensor matricizations and improves the approximation of their column spaces, reduc-
ing both computational time and memory requirements. Under a low-rank assumption, the approximation
errors remain comparable to those of existing randomized Tucker methods.
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