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An important research trend is the transition from vector and matrix based mathemati-
cal engineering to generalizations that make use of higher-order tensors. Tensor-algorithms
have revolutionised high-dimensional computations. In machine learning or more specifi-
cally supervised learning, the potential still largely has to be unleashed [5]. In supervised
learning, one searches for an approximation of a nonlinear map. This is done for example
with neural networks or support vector machines. Polynomials and splines can also be used,
thanks to tensor decompositions that allow for a compact representation of multivariate
polynomials and splines [1].

Previously, a similar model was studied specifically with polynomials [4]. These are
easy to represent and allow for a uniform approximation of continuous functions, but fall
short when nonlinearities are present in the approximated map. In this research [6] splines
are used. These give the same advantages, but also allow the approximation of isolated
nonlinearities [3]. The extra difficulty is the placement of the spline-knots.

The contribution of this research is a general solution method to approximate an un-
known map, based on noisy data [2]. Different implementations have been compared.
For classical multivariate splines, one has an exponential time and memory complexity
in function of the number of input-variables. With this model it is reduced to a linear
complexity. Finally, a few heuristic methods for placing the spline-knots are compared.
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