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Matrix completion generally refers to the problem of finding a matrix based on the
knowledge of a small fraction of it’s elements, under the assumption that the target matrix
has a low rank. Certain approaches, like SVP algorithm [1], have been developed for this
problem, notably, with geometric convergence bounds under the incoherence hypothesis,
and work has been done on the complexity reduction of the said SVP algorithm [2].

In this work, the problem of completion of matrices of small ranks is considered in
a special setting, where each element of the matrix may be erroneous with probability
pe=0(3)

Although such a perturbation is extremely sparse on a given mask of known elements,
it is not incoherent and algorithms such as SVP method most likely will not work. A new
iterative method is proposed that is insensitive to rare observation errors. The method
provides the low rank matrix and defines a set containing the erroneous matrix elements.
The cardinality of the erroneous set is only a finite number of times greater than the
cardinality of a true set of errors.

The method maintains a geometric convergence rate, which is supported by numer-
ical experiments on artificial data. The approach is also applicable to the problem of
approximating a given matrix by the sum of a sparse matrix and a matrix of low rank.
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