
Matrix Equations and Tensor Techniques
IX

Perugia, September 9-10, 2021

A matrix-oriented POD-DEIM algorithm applied to
semilinear differential matrix equations

Gerhard Kirsten Valeria Simoncini
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We are interested in numerically approximating the solution U(t) ∈ S to the following
semilinear matrix differential equation

U̇(t) = AU(t) + U(t)B + F(U , t), U(0) = U0, (1)

where A ∈ Rnx×nx ,B ∈ Rny×ny , and t ∈ [0, Tf ] = T ⊂ R, equipped with appropriate
boundary conditions. The function F : S × T → Rnx×ny is a sufficiently regular nonlinear
function that can be evaluated elementwise, and S is a functional space containing the
sought after solution.

The problem (1) arises for instance in the discretization of two-dimensional partial
differential equations of the form

ut = `(u) + f(u, t), u = u(x, y, t) with (x, y) ∈ Ω ⊂ R2, t ∈ T , (2)

and given initial condition u(x, y, 0) = u0(x, y), for certain choices of the physical domain
Ω. The differential operator ` is linear in u, typically a second order operator in the space
variables, while f : S × T → R is a nonlinear function, where S is an appropriate space
with u ∈ S.

In this talk we present a matrix-oriented model order reduction strategy for the problem
(1) that leads to a semilinear matrix differential equation with the same structure as (1),
but of significantly reduced dimension. More precisely, we determine an approximation to
U(t) of the type

V`,UYk(t)W>
r,U , t ∈ [0, Tf ], (3)

where V`,U ∈ Rn×k1 and Wr,U ∈ Rn×k2 are matrices to be determined, independent of
time. Here k1, k2 � n and we let k = (k1, k2). The function Yk(t) is determined as the
numerical solution to the following reduced semilinear matrix differential problem

Ẏk(t) = AkYk(t) + Yk(t)Bk + Fk(Yk, t)
∧

Yk(0) = Y
(0)
k := V >`,UU0Wr,U ,

(4)



with Ak = V >`,UAV`,U , Bk = W>
r,UBWr,U , and Fk(Yk, t)

∧

is a matrix-oriented approxima-
tion to

Fk(Yk, t) = V >`,UF(V`,UYkW
>
r,U , t)Wr,U . (5)

By stacking the columns of the matrix U(t) one after the other into a long vector, a
collection of existing approaches typically map the matrix-valued problem (1) to a vector-
valued dynamical system, for which order reduction is a well-established procedure. Among
various methods, the Proper Orthogonal Decomposition (POD) [5, 2] methodology has
been widely employed. The overall effectiveness of the POD procedure is largely influenced
by the capability of evaluating the nonlinear term within the reduced space, motivating
a considerable amount of work towards this estimation. One very successful approach is
the Discrete Empirical Interpolation Method (DEIM) [3], which is based on the Empirical
Interpolation Method (EIM) originally introduced in [1].

However, a shortcoming of these vectorization procedures is the massive computational
and storage demand in the offline phase. Even in the online phase, several vectors of length
N = nxny need to be stored to lift the low-dimensional functions back to the full dimension.
Here we address precisely this shortcoming, focusing on POD for dimension reduction and
DEIM for interpolation of the nonlinear function.

To this end, we devise a matrix-oriented POD approach tailored towards the construction
of the matrix reduced problem formulation (4). An adaptive procedure is also developed
to limit the number of snapshots contributing to the generation of the approximation
spaces. The reduction of the nonlinear term is then performed by means of a fully matricial
interpolation using left and right projections onto two distinct reduction spaces, giving
rise to a new two-sided version of DEIM. By maintaining a matrix-oriented reduction,
we are able to employ first order exponential integrators at negligible costs. Numerical
experiments on benchmark problems illustrate the effectiveness of the new setting [4].
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